KORELACJA

Niech X i Y bgda zmiennymi losowymi, sg one niezalezne gdy dla kazdych liczb
rzeczywistych a, b zachodzi rowno$¢

PX<a)P(Y <b)=P(X<aAY <Dh).
Natomiast zmienne te sg statystycznie zalezne, gdy zachodzi nierownos¢ j.w.
Dodatnia zalezno$¢ monotoniczna — dla dowolnych x, y:

PX<x|Y>y) <PX<x).

Ujemna zalezno$¢ monotoniczna — dla dowolnych x, y:

PX<x|Y>y)=PX<x).

UWAGA: korelacja nie musi oznacza¢ wynikania!



Zaleznos$¢ liniowa miedzy zmiennymi losowymi?

Korelacja Pearsona
E((X —my)(Y —my))
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Metoda najmniejszych kwadratow bledow

Zaktadamy model zaleznosci Y od X za pomocg funkcji Y = f(X,a), gdzie a to
wektor ag, a1,...a, parametrow modelu, ktore nalezy estymowac na podstawie
probki ztozonej z n par liczb x;, i.

Réznica (btad) miedzy zmierzonymi wartosciami y; @ modelem:
=y — f(x,a)

Metoda najmniejszych kwadratow polega na minimalizacji sumy kwadratow
bledow S? = Y r?

W tym celu nalezy policzy¢ pochodne S? po wektorze a i rozwigza¢ uklad
réwnan, co da estymator wektora a.

UWAGA: jest tu milczace zalozenie o odchytce zmiennej Y!



Metoda najmniejszych kwadratow bledow

Przyktad (bardzo prosty) — zalezno$¢ liniowa y = ax

Szukamy minimum $? = Y, (y; — ax;)? = Y (v — 2ax;y; + a®x?)

as?

Stad estymator a rowny jest
i=1 XY

n 2
i=1Xi

a=

natomiast estymator odchylenia standardowego a:

1 X (ax;—yi)?

— n 2
n-1 i=1%

Zadanie: wyprowadzi¢ wzory na estymatory dla funkcji y = ajx+ap

Zaimplementowac wzory w arkuszu kalkulacyjnym i sprawdzic, czy one dziatajq.






